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Abstract. This paper introduces the MINE DECISION RULE exten-
sion to SQL for mining classification rules. It allows the user to express
his/her mining requirements and to use the resulting rules to classify
unseen data. To enable the evaluation of an inductive query Q incorpo-
rating a MINE DECISION RULE expression, a typical object-relational
algebra has been augmented with the MineDR operator to mine deci-
sion rules. To evaluate Q, it is first translated into a query tree with
nodes containing operators in this augmented algebra, then the query
tree is transformed into an execution plan which is finally executed. A
prototype system supporting our approach is also presented.

1 Introduction

The huge amounts of data that are currently produced in digital format represent
a challenge for finding useful information. Knowledge Discovery in Databases
(KDD) is the non-trivial process of identifying valid, novel, potentially useful,
and understandable knowledge (in the form of patterns) in data [1]. The ex-
tracted knowledge can then be used to characterize the data or to classify new,
unseen data. KDD is an iterative and interactive process with several steps: un-

derstanding of the problem domain, data transformation, pattern discovery, and

pattern evaluation and usage. Data Mining techniques are applied to discover
patterns from raw data. In this paper we are interested in extracting classifica-
tion (or decision) rules of the form IF-THEN to classify new, uncategorized data
into a pre-defined set of classes. These rules then create a classification model

for each class based on attributes values. For instance, a rule might say that if

weather outlook is overcast then one can play Golf.

There is currently a large number of tools to help the analysts in the KDD

process. However, they fail in supporting the complete KDD process adequately:

analyzing data is a complicate job because there is no framework to manipulate
data and patterns homogeneously. Recently, Inductive Databases (IDBs) have

been proposed to remedy this situation. In this framework, a database contain,

in addition to the raw data, (implicit or explicit) patterns about the data [2].
The discovery of patterns can then be viewed as a special kind of database query-

ing and, in this context, query languages and associated query evaluation and
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optimization techniques are being proposed. Current research in this area has

focused on inductive querying of association rules [3,4], sequential patterns [5]
and clusters [6].

The expression and evaluation of queries to mine classification rules have

been partially studied on the inductive database context. Some languages have

been proposed, such as DMQL [7], which provides primitives for extracting rules
and other kinds of patterns, AXL [8] that gives a user the possibility of extend-
ing SQL to introduce complex algorithms such as data mining functions, and
DMX [9] that also provides expressions to support a variety of mining techniques,
including rule induction. These languages are important because they introduce
decision rule mining into the traditional database framework. However, in these

proposals, it is not clear how a query is processed, how the extracted rules can

be manipulated and how they can be used to classify new data.

In this paper, we propose the MINE DECISION RULE extension to SQL

for mining classification rules. It enables the user to express his/her rule mining
requirements such as the data source and the constraints that a rule must satisfy

to be considered in the final result. In order to manipulate homogeneously data
and rules, a typical object-relational data model is used [10]. For processing
queries using MINE DECISION RULE, we have extended a modified version of

the Object-Relational algebra presented in [10] with the MineDR operator ()
to mine decision rules. This operator help us to produce and process algebraic
expressions to manipulate data and decision rules in the same framework. To

experiment our approach, we have implemented the DRMiner prototype system
to show the capabilities of our language and test query processing techniques.

This paper is organized as follows. Section 2 overviews related work. Section 3

briefly describes the OR model and introduces the elements extending this model

to represent decision rules. Section 4 presents MINE DECISION RULE. Section

5 summarizes the OR algebra and explains the MineDR operator. Section 6

describes the DRMiner prototype system. Finally, Section 7 concludes this paper
and introduces our future work.

2 Related Work

Extracting decision rules from small datasets is a problem that has been studied
for years. However, mining rules from large databases poses new challenges. In
order to discuss relevant related work, we have classified it in two categories:
rule learning algorithms, and inductive query languages and processing.

Research on rule learning algorithms has traditionally focused on improving
the heuristic search and the functions for rule evaluation. In general, algorithms
follow a covering strategy, i.e., an algorithm searches for a rule that explains a
part of its training instances (pre-classified data), separates these instances and
repeats the search for a rule until no instances remain. Popular rule learning
algorithms are R1 [11], PRISM [12], CN2 [13], PFOIL [14] and RIPPER [15]. A
useful analysis of these algorithms can be found in [16].
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